DNS of a Spatially Developing Turbulent Mixing Layer from Co-flowing Laminar Boundary Layers
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Understanding the development of a turbulent mixing layer is essential for various aerospace applications. In particular, experiments found that the flow development is highly sensitive to inflow conditions, which are difficult to reproduce in the flow simulations. In previous direct numerical simulations (DNS) of temporarily and spatially developing turbulent mixing layers, idealized inflow conditions based on mathematical approximations of the mean velocity profile were used to facilitate turbulent flow conditions. The current paper presents results of DNS of a spatially developing turbulent mixing layer, where co-flowing laminar boundary layers over a splitter plate are used as inflow conditions; no artificial perturbations are seeded into the flow. The goal is to closer replicate a naturally developing mixing layer. The flow conditions used in simulations closely match those in experiments by Bell & Mehta (1990). DNS were conducted using the spectral-element code Nek5000. Effects of the splitter plate thickness and the computational domain size in the spanwise direction on the flow development are analyzed. Profiles of the mean flow velocity and the Reynolds stresses are compared with the experimental data.

Nomenclature

\begin{align*}
A &= \text{Aspect ratio between the spanwise domain length and the momentum thickness, } L_z/\theta \\
M &= \text{thickness of the splitter plate at the trailing edge} \\
K_x, K_y, K_z &= \text{normal Reynolds stresses integrated across the mixing layer} \\
L_x, L_y, L_z &= \text{computational domain sizes in streamwise, transverse, and spanwise directions} \\
N &= \text{polynomial order of the Lagrange interpolants} \\
p &= \text{pressure} \\
Re_g &= \text{Reynolds number with respect to the boundary layer thickness, } U_\infty \delta/\nu \\
U, V, W &= \text{streamwise, transverse, and spanwise components of the instantaneous flow velocity} \\
U_{\infty} &= \text{free-stream velocity} \\
U_1, U_2 &= \text{free-stream velocity of high- and low-speed streams, respectively} \\
U_c &= \text{centerline velocity, } 0.5(U_1 + U_2)
\end{align*}
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Planar mixing layers occur when two parallel streams with different velocities, initially separated by a splitting surface, come into contact and generate a shear layer at the interface due to momentum transfer. This flow configuration appears in many aerospace applications such as, for example, flow reactors and combustion chambers, where the rate of combustion is governed by turbulent mixing in the shear layer, and at the nozzle of turbine engines of commercial aircraft, where a level of noise generated by a turbine is proportional to the turbulent kinetic energy in the shear layer caused by the jet of exhaust gases. Because of their crucial role, turbulent mixing layers have been studied for more than a half of century, experimentally and numerically.

A review of experimental data sets revealed a discrepancy among experimental results taken at similar free-stream conditions, and concluded that this was mostly due to inconsistencies between the inflow conditions used in the considered experiments. Further studies confirmed that the mixing layer structure far downstream a splitter plate was closely related to the inflow conditions. A particular role of the boundary layer parameters developed on the high-speed stream side of the splitter plate on the flow transition and the flow self-similarity was demonstrated in Ref. 5. Dependence of the flow structure on the splitter plate geometry, velocity ratio between high- and low-speed free streams, and free-stream turbulence intensity was also observed in experiments. However, a detailed analysis of experimental data is complicated by the fact that different experiments studied the mixing layer structure under different flow conditions.

Numerical simulations can in principle compensate for this gap in knowledge. Previously, temporarily and spatially developing planar mixing layers were simulated in particular using large eddy simulations (LES) and direct numerical simulations (DNS). LES have been used to study the large-scale motion of the flow, analyzing the effects of inflow conditions on the evolution of the mixing layer and that of the computational domain spanwise dimension on the mixing layer growth rate. DNS have been conducted to provide a comprehensive description of mixing layers in transition and fully-turbulent regimes, also to characterize small-scale turbulent structures through coherent fine-scale eddies visualization and the structure-function scaling.

Most previous DNS used modeled inflow conditions to facilitate turbulence in a mixing layer and assumed an infinitely thin splitter plate. Whereas these steps help to reduce the cost of computations, they are not representative of inflow conditions used in the experiments and may lead to unphysical flow solutions. In Refs. 18 and 19, DNS of a mixing layer generated by co-flowing laminar boundary layers developed over a splitter plate were conducted, with various effects of the splitter plate geometry on the flow development being analyzed.

Laminar boundary layers occur as inflow conditions in a naturally developing mixing layer and some applications. They were also used in experiments and are easier to reproduce in simulations. However, simulations with such inflow conditions are more demanding on computational resources. As a result, previous DNS with the laminar boundary layers as the inflow conditions for a mixing layer were conducted at much lower Reynolds numbers than those attained in the experiments.
The goal of the current study is to understand requirements on the computational domain dimensions for achieving spatially-developing turbulent mixing within the domain when using laminar boundary layers over a splitter plate as inflow conditions at the Reynolds numbers matching experimental values without imposing artificial perturbations on the flow to trigger the flow transition. Particular attention is given to the analysis of the effects of the splitter plate thickness and the spanwise length of the computational domain on the mixing layer development.

The paper begins with a review of the DNS methodology and the computational setup of the mixing layer case used in the study. In the Results section, the flow conditions at different locations in the streamwise directions are discussed, profiles of the mean velocity and the Reynolds stresses are provided and compared against experimental data. The mixing layer thickness growth and the turbulent kinetic energy integrated across the mixing layer are plotted as functions of the streamwise location to illustrate the influence of the splitter plate thickness and the domain spanwise length on the flow development. Large- and small-scale vortex structures present in the flow are visualized using the objective vortex-identification technique to further illustrate dynamics of the simulated flow. Adequacy of the chosen domain dimensions in the streamwise and transverse directions is also discussed.

II. DNS methodology

In the current study, governing equations are solved using a spectral-element method (SEM), implemented in the code Nek5000. This method combines the geometrical flexibility of finite element methods with the accuracy of spectral methods. The non-dimensional incompressible Navier-Stokes equations

$$\frac{\partial}{\partial t} \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \nabla^2 \mathbf{u}/Re \quad \text{in} \, \Omega,$$

$$\nabla \cdot \mathbf{u} = 0 \quad \text{in} \, \Omega,$$

are solved in their weak formulation:

$$\frac{\partial}{\partial t} (\mathbf{u}, \mathbf{v}) + (\nabla \mathbf{u}, \nabla \mathbf{v})/Re + (\mathbf{u} \cdot \nabla \mathbf{v}, \mathbf{v}) = (p, \nabla \cdot \mathbf{v}), \quad \forall \mathbf{v} \in X,$$

$$-(q, \nabla \cdot \mathbf{u}) = 0, \quad \forall q \in Y,$$

where $\Omega$ is the domain of the numerical solution. The problem in Eq. (2) can be defined as finding $\mathbf{u} \in X$ and $p \in Y$ such that Eq. (2) is satisfied, where the inner product in the equation, $(\cdot, \cdot)$, is

$$(\phi, \psi) \equiv \int_{\Omega} \phi(x)\psi(x) \, dx.$$  

The $X$ and $Y$ in Eq. (2) are proper subspaces for $\mathbf{u}$, $\mathbf{v}$ and $p$, $q$ defined as:

$$X = \{ \mathbf{v} : v_i \in H^1(\Omega), i = 1, ..., d \}$$

$$Y = L^2(\Omega).$$

In Eq. (4), $L^2(\Omega)$ is a space of functions that are square integrable in the domain $\Omega$, meaning if $\phi \in L^2(\Omega)$, then $\int_{\Omega} \phi^2 \, dx < \infty$. The space $H^1(\Omega)$ consists of functions that are in $L^2(\Omega)$ and which first derivatives are also in $L^2(\Omega)$.

Equation (2) is discretized in space by the Galerkin approximation, where the discrete analogues of the spaces $X$ and $Y$ are chosen in the tensor product space of $N$th-order Lagrange polynomial interpolants, $\mathbb{P}_N^d(x)$, defined on Gauss-Lobatto-Legendre (GLL) quadrature points, following the $\mathbb{P}_N - \mathbb{P}_N$ formulation in Ref. 24. The polynomial interpolants satisfy $h_j^i(\xi_j^i) = \delta_{ij}$, where $\xi_j^i \in [-1, 1]$ denotes the location in elemental (local) coordinates of a GLL quadrature point with the index $j$ and $\delta_{ij}$ is the Kronecker delta.

Inside every element, there are $(N + 1)^d$ GLL quadrature points, also called collocation points, where the exponent $d$ is the number of dimensions of the problem. For an element in $\mathbb{R}^3$, the numerical solution, $\mathbf{u}$, and its derivatives are expressed in terms of the interpolating functions:
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\[ u(x, y, z, t) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} u_{ijk}(t) \, h_i^N(x) \, h_j^N(y) \, h_k^N(z) \]  
\[ \frac{\partial u(x, y, z, t)}{\partial x} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} u_{ijk}(t) \, \left(2 / |J| \right) \frac{\partial}{\partial x} \left( h_i^N(x) \right) \, h_j^N(y) \, h_k^N(z) \]  

where \( |J| \) is the determinant of the Jacobian matrix that relates global and local coordinate systems, etc. It should be noted that the velocity and pressure fields, which are represented as in Eq. (5), are \( C^0(\Omega) \) continuous, while their derivatives (Eq. (6)) are discontinuous at the elemental interfaces.

Discretization in time is done using the high-order splitting method\(^\text{25}\), which uses different treatment for linear and non-linear terms. The non-linear part of Eq. (2) is treated explicitly by the third-order extrapolation (EXT3), while viscous terms are treated implicitly by the third-order backward difference scheme (BDF3). Because of the explicit part in the time-stepping procedure, the Courant-Friedrichs-Levy (CFL) number must satisfy the condition \( CFL = |u| \Delta t / \Delta x < 0.5 \) throughout the domain, where \( \Delta t \) is the size of the step-time and \( \Delta x \) is the grid spacing based on GLL quadrature points.

Special care is taken to eliminate aliasing errors from the non-linear terms\(^\text{23}\), which occur due to inexact quadrature of higher-order polynomials that represent these terms. In this study, over-integration is used as a de-aliasing procedure, where the non-linear terms are integrated exactly by computing them on a fine grid, which contains \( 3(N + 1)/2 \) Gauss-Legendre (GL) quadrature points. The number of GL points is then sufficient for the exact Gauss quadrature of the terms.

### III. Computational setup

Flow conditions used in DNS were chosen to closely match those in experiments\(^6\). In the experiments, two cases with both laminar and turbulent boundary layers developed on a splitter plate used as inflow conditions for a mixing layer were investigated. Only the case with the laminar boundary layers is reproduced in our simulations. The laminar boundary layer parameters from the experiments are \( U_1 = 15 \text{ m/s} \) and \( U_2 = 9 \text{ m/s} \) for the free-stream velocities on the high-speed and low-speed sides respectively, with boundary layer thicknesses of \( \delta_1 = 0.40 \text{ cm} \) and \( \delta_2 = 0.44 \text{ cm} \). Non-dimensional flow parameters are provided in the table below:

**Table 1. Laminar boundary layer parameters at the splitter plate trailing edge from experiments\(^6\).**

<table>
<thead>
<tr>
<th>Condition</th>
<th>( U_\infty / U_1 )</th>
<th>( \delta_90 / \delta_1 )</th>
<th>( \theta / \delta_1 )</th>
<th>( Re_\delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-speed side</td>
<td>1.0</td>
<td>1.0</td>
<td>0.13</td>
<td>3974</td>
</tr>
<tr>
<td>Low-speed side</td>
<td>0.6</td>
<td>1.1</td>
<td>0.15</td>
<td>2623</td>
</tr>
</tbody>
</table>

Flow parameters with index 1 correspond to those in the boundary layer developed on the high-speed stream side of the splitter plate.

Experimental data for velocity profiles in the laminar boundary layers are not available. Therefore, emphasis was placed to closely match in simulations the boundary layer thickness and the momentum thickness of the boundary layer formed on the high-speed stream side of the splitter plate (see Table 1). This is due to a peculiar role that this boundary layer plays on the flow transition and the flow self-similarity found by experiments\(^5\).

Free-stream turbulence conditions from experiments are difficult to match in simulations. However, experimental studies\(^10\) have shown that the plane mixing layer development is not affected by velocity fluctuations as long as they have an intensity of less than 0.6%. In Ref. 6, this level was \( \sim 0.15\% \) in the streamwise fluctuations and \( \sim 0.5\% \) in the other directions. Therefore, no free-stream turbulence condition was used in simulations.

In order to analyze the effects of the splitter plate thickness and the computational domain spanwise dimension on the mixing layer development, simulations were conducted in three different flow geometries.

**Case 1** (baseline case), has dimensions \( x/\delta_1 = [-170, 170] \) in the streamwise direction, where \( x = 0 \) is at the trailing edge of the splitter plate and \( x > 0 \) is in the mixing region. The total domain length is \( L_x/\delta_1 = 340 \), while the mixing layer region is \( L_x^{(ML)} / \delta_1 = 170 \). The splitter plate is located in the region \( x/\delta_1 = [-160, 0] \) on the high-speed side. A short development region was added upstream of the splitter plate, at \( x/\delta_1 = [-170, -160] \), where the symmetry condition was applied at the lower boundary to avoid the singularity of solutions that would otherwise occur at the leading edge of the flat plate. On the low-speed side, the plate extends in \( x/\delta_1 = [-76, 0] \), with the region in \( x/\delta_1 < -76 \) at \( y < 0 \) being outside of the computational domain. The length of the splitter plate was selected so that the boundary layers developing on the both sides of the splitter plate would achieve the boundary layer thicknesses.
close to the experimental values, shown in Table 1. The length of the mixing layer region was selected to allow transition to full turbulence within the computational domain, based on the semi-empirical analysis\textsuperscript{5,26} and the local Reynolds number from experimental results obtained under similar flow conditions\textsuperscript{5}. According to a review of different studies on planar mixing layers\textsuperscript{26}, a minimum local Reynolds number $Re = \delta_{\omega} \Delta U / \nu \approx 2 \times 10^3$ is required to trigger transition to turbulence. This has been achieved in our simulations within the chosen computational domain.

In the transverse direction ($y$), the domain extends in $y / \delta_1 = [-35, 35]$. The splitter plate is assumed to be infinitely thin in this case, and it is located at $y = 0$. The transverse dimension of the domain, $L_y / \delta_1 = 70$, is approximately eight times larger than the maximum value of the mixing layer vorticity thickness $\delta_{\omega}$ defined as

$$\delta_{\omega} = \Delta U / (\partial(U) / \partial y)_{\text{max}}$$

The mean velocity $\langle U \rangle$ is defined as an ensemble and a spanwise-averaged quantity at each streamwise and vertical location. The value $\delta_{\omega,\text{max}} / \delta_1 \approx 8.7$ was estimated based on experimental data\textsuperscript{6} and the current domain size in the streamwise direction. This domain length was assumed to be sufficient for the study, as previous DNS\textsuperscript{14,15} of a mixing layer showed the lack of the result sensitivity to this parameter when it varied in the interval of $6.96 < L_y / \delta_{\omega,\text{max}} < 8.3$.

Figure 1 shows the domain profile in the streamwise ($x / \delta_1 = [-170, 170]$) and transverse directions used in Case 1. In the spanwise direction, the domain in this case extends in $z / \delta_1 = [0, 23.4]$. This was considered large enough to have negligible effect on the mixing layer growth rate based on the aspect ratio\textsuperscript{16} $A = L_x / \theta_{\text{max}} > 10$, where $\theta_{\text{max}}$ is the maximum mixing layer momentum thickness expected to occur within the domain based on the experimental data\textsuperscript{6}. Here, the mixing layer momentum thickness is defined as in Ref. 16:

$$\theta = (1 / \Delta U^2) \int_{-\infty}^{\infty} \langle U_1 - \langle U \rangle \rangle \langle (U) - U_2 \rangle \, dy.$$  

**Case 2** (thick plate) simulated in our study has the same domain dimensions in the three directions as Case 1, but the splitter plate has the finite uniform thickness of $h / \delta_1 \approx 0.0625$, which is equal to the trailing edge thickness of the splitter plate used in the experiments\textsuperscript{6}. Additional elements of the same thickness as the plate are added downstream the thick plate to maintain a conforming grid required by the solver. The grid around the trailing edge of the thick splitter plate is shown in Fig. 2.

In **Case 3** (large domain), the domain dimensions in the streamwise and transverse directions were the same as in Cases 1 and 2, but the spanwise dimension was twice as large: $z / \delta_1 = [-23.4, +23.4]$. The splitter plate was infinitely thin as in Case 1.

Polynomials of order of $N = 11$ were used as basis functions for the numerical method in all cases, which is typical in DNS using SEM\textsuperscript{27,28}. In the boundary layer region, spectral elements were clustered near the walls of the splitter plate in order to accurately resolve the laminar boundary layers. In a preliminary study, it was found that approximately one (1) spectral element across the boundary...
layer thickness is enough to resolve the laminar boundary layer. A size of the spectral elements near the wall was adjusted to approximately match the size of the boundary layer thickness, $\delta_{y_{\text{SL}}}$, as a function of the streamwise location. Elements were clustered near the trailing edge of the splitter plate to accurately capture flow in this section.

In the mixing layer region, elements were clustered near the flow centerline ($y = 0$), where elements have a size of $\Delta y^e = 1.17 \delta_{y_{\text{SL}}}$. In the grid, the element size grows from the centerline towards the boundaries of the domain ($y/\delta_{y_{\text{SL}}} = -35$ and $y/\delta_{y_{\text{SL}}} = 35$) at the growth rate of $r = 1.05$ inside the inner region, which corresponds to $|y/\delta_{y_{\text{SL}}}| < 10$, and $r = 1.2$ outside of this region ($10 < |y/\delta_{y_{\text{SL}}}| < 35$). Here, $r = \Delta y^{i+1}/\Delta y^i$ is the ratio between the sizes of adjacent elements $\Delta y^{i+1}$ and $\Delta y^i$, where the element of size $\Delta y^{i+1}$ is located farther from the centerline than the element of size $\Delta y^i$.

In the streamwise and spanwise directions, a size of $\Delta x^e = \Delta z^e = 1.17 \delta_{y_{\text{SL}}}$ was used. The current grid was designed to satisfy the requirement of $(dx \cdot dy \cdot dz)^{1/3} < 8 \eta^K$, where $dx, dy, dz$ is the largest spacing between quadrature points in streamwise, transverse and spanwise directions, and $\eta^K$ is the Kolmogorov length scale given by the viscous dissipation rate of turbulent kinetic energy. This is comparable to the grid resolution used in previous DNS with spectral methods$^{27, 28}$.

The grids used in Cases 1 and 2 contained a total of 140-160 million collocation (quadrature) points, while Case 3 had ~280 million collocation points.

Boundary conditions were only applied to the velocity field. The boundary conditions for pressure were computed automatically by the code to ensure that the continuity equation was satisfied$^{22, 28}$. Fixed uniform velocity profile was set at the inlet, which was located at $x/\delta_{y_{\text{SL}}} = -170$ for the high-speed stream and at $x/\delta_{y_{\text{SL}}} = -75$ for the low-speed stream, given by:

$$U(x = x_i, y, z, t) = \begin{cases} U_1 & \text{if } y > 0 \\ U_2 & \text{if } y < 0 \end{cases}; \quad V(x = x_i, y, z, t) = W(x = x_i, y, z, t) = 0. \quad (9)$$

No-slip boundary condition was applied on the splitter plate. Outflow condition, $[P + \mathbf{u} \cdot \mathbf{n}] = 0$, was applied at the outlet ($x_o = 170$), where $I$ is the identity matrix, and $\mathbf{n}$ is the unit vector normal to the boundary. Outflow condition was also applied at the lower boundary ($y/\delta_{y_{\text{SL}}} = -35$). An initial attempt was made to use outflow boundary condition on both the upper and lower sides of the domain, but this resulted in an ill-posed problem since boundary conditions for the velocity field were under-determined. To avoid this, the “outflow-normal” condition were applied at the upper boundary ($y/\delta_{y_{\text{SL}}} = 35$), where the velocity component normal to the boundary was set free ($\partial V/\partial n = 0$) and the tangent velocity components were fixed ($U = U_1, W = 0$). In the spanwise direction, periodic boundary conditions were applied.

For the flow analysis, statistics were collected when the flow became statistically stationary. Duration of the initial transient period, not used in the data collection, was approximately 2.4 flow-through times $\tau_f = L_x/U_c$, or a simulation time of $t = 500$ normalized by $\delta_{y_{\text{SL}}}/U_1$. The duration of the initial transient was determined by examining the evolution of the volume-averaged contributions to the flow kinetic energy from streamwise, $(U^2)_{\nu}$, transverse, $(V^2)_{\nu}$, and spanwise, $(W^2)_{\nu}$, components of instantaneous velocity (Figures 3a, 3c, and 3e). In the figure, all velocities are normalized by the high-speed free-stream velocity $U_1$. Figures 3b, 3d, and 3f show the running time averages of the volume-averaged quantities, at $t > 500$. The Case 1 and Case 2 simulations run up to time $t = 2300$ (approximately $10.9 \tau_f$). Case 3 was terminated at $t = 1400$ due to several reasons discussed in the Results section.

Ensemble-averaged statistics were calculated in a post-processing computation as following

$$\langle Q \rangle_{\text{en}}(x, y, z) = \frac{1}{N_s} \sum_{i=1}^{N_s} Q_i(x, y, z), \quad (10)$$

where $Q$ is the quantity to be averaged and $N_s$ is the number of flow realizations or “snapshots”. After that, the data were also averaged in the spanwise direction:

$$\langle Q(x, y) \rangle = \frac{1}{L_z} \int_{0}^{L_z} \langle Q \rangle_{\text{en}}(x, y, z) \, dz. \quad (11)$$

This step utilizes the flow homogeneity in the spanwise direction to improve the quality of collected statistics. Integration is done using the Gaussian quadrature over the Gauss-Lobatto-Legendre quadrature points.

A total of 504 snapshots were taken over a duration of ~8.5 $\tau_f$, or simulation time $t = 1800$, for simulations in Cases 1 and 2. Flow realizations in Case 3 were collected over a half of that time: $t = 900$. 
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The most of the simulations were conducted on the Pleiades supercomputer at the NASA High-End Computing Capability (HECC) using Ivy Bridge processor nodes (10-core Intel Xeon E5-2680v2, 2.8 GHz).

IV. Results

As the first step, we analyze characteristics of the simulated boundary layers at the trailing edge of the splitter plate. In figure 4, the mean velocity profiles from DNS are compared with the Blasius solution\textsuperscript{3}. No experimental data are available for this flow parameter to compare with. In the figure, velocities are normalized with respect to $U_1$.
velocity of the high-speed free stream above the splitter plate. The transverse coordinate is normalized with respect to the boundary layer thickness \( \delta_l \) obtained from simulations. Velocity profiles obtained at this flow location are identical in Cases 1-3. Therefore, only profiles from Case 1 are shown in the figure.

Simulated velocity profiles are in agreement with the analytical ones. However, the ratio of the boundary layer thicknesses is \( \delta_2/\delta_1 \approx 0.7 \) in the flow simulations, which is lower than in the experiments\(^6\): \( \delta_2/\delta_1 \approx 1.1 \). This discrepancy is due to underdeveloped low-speed boundary layer. Whereas simulations can be revised to improve this parameter value, the high-speed boundary layer characteristics are of more importance for the mixing layer development as found in the experiments\(^6,7,32\). In this respect, the momentum thickness of the high-speed boundary layer from simulations is \( \theta/\delta \approx 0.13 \), which matches the experimental value (see Table 1 in Section III).

The maximum Reynolds number obtained in simulations in the mixing layer region is \( Re = \delta_{ML} U/\nu \approx 6,340 \) or \( Re = \theta/\delta \approx 10,887 \), where \( \delta/\theta \) is calculated here as \( \delta_0 \approx \sqrt{\pi} \delta_{ML} \). The mixing layer thickness, \( \delta_{ML} \), is determined by computing the least-squares fit of the mean velocity profile to the error function profile shape:

\[
\langle U \rangle \approx \left[ 1 + \text{erf}(\eta) \right]/2, \quad (12)
\]

\[
\eta = (y - y_0)/\delta_{ML}, \quad (13)
\]

In (13), \( y_0 \) is the centerline of the mixing layer. Both parameters, \( y_0 \) and \( \delta_{ML} \) were computed using the curve_fit function from the scipy.optimize library\(^30\), available for Python 2.7 programming language.

The normalized mean velocity profiles, \( (\langle U \rangle - U_0)/U_1 \), are shown at different streamwise locations far downstream the splitter plate \( x/\delta_l > 100 \) in Fig. 5. As seen in the figure, all profiles collapse in this flow region. They agree with the experimental data obtained at \( x/\delta_l = 195 \) and are also similar in Cases 1-3. Therefore, only velocity profiles from Case 1 are shown in the figure. The results demonstrate that with respect to the mean velocity, the flow has achieved self-similarity, that is, the velocity profiles are independent of a streamwise location.

The mean velocity profiles in the near field of the splitter plate are shown in Fig. 6. In the figure, experimental results, shown as symbols correspond to the location \( x/\delta_l = 42 \), which is the closest to the splitter plate where the measurements were taken. In this region, a different normalization is applied to velocity profiles to demonstrate the wake effect from the splitter plate on the flow velocity. Whereas no sign of the wake effect can be detected in the experimental data, profiles from simulations are affected by the wake at all considered locations in all three cases. In Case 2 though, velocity profiles approach the experimental data faster than in Cases 1 and 3. This indicates that the splitter plate thickness contributes in diminishing the wake from the plate. The effect from the spanwise dimension of the computational domain on the mean flow velocity seems to be minor.

Figure 7 demonstrates the mixing layer growth obtained in simulations. In the figure, the mixing layer thickness (Fig. 7a) and the momentum thickness (Fig. 7b) are shown as functions of the streamwise location. The mixing layer thickness is obtained using Eqs. (12) and (13) as explained earlier in this Section. The momentum thickness is obtained from Eq. (8). Results from simulations are below the experimental values at
all flow locations and in all three cases for both parameters. The mixing layer growth rate given by the slope of the curves is close to experimental observations in the three cases, but Case 2 reproduces the flow growth more accurately than the other two cases. The growth of the mixing layer is delayed to compare with the experiments in all cases, but in Case 2, the mixing layer starts to grow much closer to the splitter plate than in Cases 1 and 3.

Results for the momentum thickness show a region where $\theta$ remains negative over a section of the domain, which is shorter in Case 2 ($x/\delta_1 < 25$) than in Cases 1 and 3 ($x/\delta_1 < 50$). Negative values of the momentum thickness occur where the wake effect from the splitter plate is significant leading to the mean velocity deficit and the argument of the integral in (8) to be negative, $\langle U \rangle - U_2 < 0$ in this region. This is consistent with the results in Fig. 6 that show the wake effect in the three cases. Further research is required to better understand how to overcome the delay of the mixing layer development observed in the simulations and its possible connection to underdevelopment of the low-speed boundary layer.

Overall, results indicate sensitivity of the mixing layer growth to the plate thickness in simulations, but not as much to the domain dimension in the spanwise direction.

Evolution of the Reynolds stresses normalized by $\Delta U^2$ is shown in Figs. 8-11. In the area close to the splitter plate, simulations from Cases 1 and 3 do not reproduce the Reynolds stresses accurately, with the flow remaining laminar at the locations where experiments show significant presence of turbulence (blue lines in Figs. 8-11a and c). Far downstream in the turbulent flow region ($x/\delta_1 = 143$ and $x/\delta_1 = 160$), profiles of $\langle u^2 \rangle$ and $\langle v^2 \rangle$ overshoot experimental data. The shear stress $\langle uv \rangle$ in Case 1 is similar to the experimental data at these locations, but profiles do not seem to be statistically converged in both cases for the definite conclusions. The Reynolds stress in the spanwise direction is close to the experimental data at $x/\delta_1 = 160$ in Case 3 indicating that increasing the domain dimension in this direction is beneficial for the accurate calculation of this moment.
Figure 8. Reynolds stress $(u^2)$ at different streamwise locations: a) Case 1, b) Case 2, c) Case 3. Notations: current DNS results (solid lines), experimental data (symbols). Colors: blue – $x/\delta_1 = 19.5$, red – $x/\delta_1 = 42$, green – $x/\delta_1 = 143$, black – $x/\delta_1 = 160$. Symbols: circle – $x/\delta_1 = 19.5$, square – $x/\delta_1 = 42$, x – $x/\delta_1 = 143$, triangle – $x/\delta_1 = 195$.

Figure 9. Reynolds stress $(v^2)$ at different streamwise locations, a) Case 1, b) Case 2, c) Case 3. Notations: same as in Fig. 8.
Figure 10. Reynolds stress \( \langle w^2 \rangle \) at different streamwise locations, a) Case 1, b) Case 2, c) Case 3. Notations: same as in Fig. 8.

Figure 11. Reynolds stress \( \langle uv \rangle \) at different streamwise locations, a) Case 1, b) Case 2, c) Case 3. Notations: same as in Fig. 8.
DNS results for the Reynolds stresses from Case 2 are in an overall better agreement with the experimental data than those from Cases 1 and 3, particularly in the turbulent mixing region. Closer to the mixing layer centerline, DNS data for all Reynolds stresses slightly overshoot in this case those from the experiments, but not as dramatically as in Cases 1 and 3. The data from Case 2 are also more statistically converged than the similar data from the other two cases and show tendency to self-similarity observed in the experiments for these statistics. This is illustrated in more detail in Fig. 12. Self-similarity is not as apparent for \( \langle \nu^2 \rangle \) and \( \langle \omega^2 \rangle \) in Cases 1 and 3 (Figs. 10a,c and 11a,c).

The results in Figs. 8-12 confirm that the plate thickness is an important factor to include in the flow simulations.

![Graphs showing DNS results for Reynolds stresses from Case 2.]

Figure 12. The Reynolds stresses from Case 2 far downstream: Notations: Solid lines – DNS; circles – Experimental data\(^6\) taken at \( x/\delta_1 = 195 \). Colors: blue – \( x/\delta_1 = 120 \), red – \( x/\delta_1 = 130 \), green – \( x/\delta_1 = 140 \), magenta – \( x/\delta_1 = 150 \), black – \( x/\delta_1 = 160 \).

Figure 13 shows the streamwise evolution of the normal Reynolds stresses and the turbulent kinetic energy integrated across the mixing layer. These parameters are determined as follows

\[
K(x) = \frac{1}{2 \Delta u^2} \int_{-L_y/2}^{L_y/2} (u^2) + (v^2) + (w^2) \ dy
\]

(14)

\[
K_x(x) = \frac{1}{\Delta u^2} \int_{-L_y/2}^{L_y/2} (u^2) \ dy
\]

(15)

\[
K_y(x) = \frac{1}{\Delta u^2} \int_{-L_y/2}^{L_y/2} (v^2) \ dy
\]

(16)

\[
K_z(x) = \frac{1}{\Delta u^2} \int_{-L_y/2}^{L_y/2} (w^2) \ dy
\]

(17)

Experimental integral values were approximated by numerical integration of the experimental data using the trapezoidal rule. Results from Cases 1 and 3 confirm the absence of turbulence (in a statistical sense) in these simulations in the area close to the splitter plate at \( x/\delta_1 < 42 \). Downstream this region, the parameters \( K_x \), \( K_y \), and \( K \) start to grow rapidly and overshoot experimental values. The growth of \( K_z \) is delayed in both cases until \( x/\delta_1 \approx 75 \) and does not reach the experimental level within the computational domain. Variations in the domain spanwise
dimension have minor effect on the evolution of these flow parameters. The turbulence development in the spanwise direction is suppressed in these cases. On the other hand, the splitter plate thickness has a strong influence on these parameters as seen in Fig. 13 (blue lines). The Case 2 results are in close agreement with the experimental data suggesting that the simulated flow contains the same amount of turbulent kinetic energy as in the experiments with the realistic distribution of this energy in different flow directions.

Snapshots of the turbulent vortex structures in the flow at a simulation time $t = 1000$ are shown in Figure 14 for the three cases. Flow visualization was generated using VisIt visualization software. The vortices are visualized by iso-surfaces of the Lambda-2 ($\lambda_2$) criterion. According to this criterion, vortices are defined as connected regions where $\lambda_2 \leq 0$. The variable $\lambda_2$ is the “second” eigenvalue ($\lambda_1 > \lambda_2 > \lambda_3$) of the tensor $S^2 + \Omega^2$, where $S = \frac{1}{2}[\nabla u + (\nabla u)^T]$ and $\Omega = \frac{1}{2}[\nabla u - (\nabla u)^T]$. The purpose of applying a vortex-identification method for flow visualization is not to closely examine the large- and small-scale vortex structures in the flow, which have been a subject of study in numerous experimental and numerical works, but to illustrate and compare the mixing layer structure obtained in Cases 1-3.

The flow structure differs significantly in the three cases. In Cases 1 and 3 (Fig. 14a,c), the flow is dominated by large-scale spanwise structures. Potentially turbulent spots can be observed in Case 1 near $x/\delta_1 = 88$ and $x/\delta_1 = 160$. In Case 3, such area occurs near $x/\delta_1 = 160$. Local nature of the observed streamwise vortices and small-scale structures indicates that in these cases, the flow is not fully turbulent, but rather laminar with a presence of “turbulent” spots. Overall, the figure shows benefits of the increased domain dimension in the spanwise direction on the flow development although not as significant as initially expected.

In Case 2 (Fig. 14b), rapid breakdown of large-scale vortices into small-scale structures occurs early in the flow, $40 < x/\delta_1 < 80$, leading to the turbulence development indicated by a presence of small-scale vortices throughout the flow field at $x/\delta_1 > 80$. These results are consistent with conclusions made in Refs. 18 and 19 that the trailing edge of the splitter plate of finite thickness introduces 3D instabilities into the flow that lead to the flow transition to turbulence.
In sum, this study demonstrated that incorporating the splitter plate thickness from experiments into the simulations is a preferable computational strategy compared to an increase in the domain dimension in the spanwise direction. Finite splitter plate thickness leads to an earlier development of turbulence in the mixing layer with the results matching closer to those observed in the experiments. Statistics are also better converged without increasing the computational cost. This strategy is easy to implement and does not rely on the modeled inflow conditions and artificial velocity perturbations. The current results can be further improved by, for example, increasing the development length of the low-speed boundary layer.

V. Conclusions

The current paper presented the results of direct numerical simulation of a spatially developing planar turbulent mixing layer from two co-flowing laminar boundary layers separated by a splitter plate. The goal of the simulations was to explore requirements on the computational domain dimensions that allow for the natural flow development from laminar boundary layers to the turbulent mixing layer within the domain. Simulations were conducted in three flow geometries (Cases 1-3) with the purpose of analyzing particularly the influence of the splitter plate thickness and the spanwise dimension of the computational domain on the mixing layer development. In Case 1, the mixing layer develops downstream the infinitely thin splitter plate. Case 2 corresponds to the flow developing downstream the splitter plate of the finite thickness in the computational domain of the same dimensions as used in Case 1. In Case 3, the domain size in the spanwise direction is doubled to compare with Cases 1 and 2; the splitter plate is the same as in Case 1 (zero thickness).

The study confirmed the conclusion from the previous studies\textsuperscript{18,19} about the importance of incorporating into computations the finite splitter plate thickness for matching the mixing layer growth observed in experiments. The mixing layer thickness growth and the integral values of turbulent kinetic energy across the mixing layer obtained in Case 2 of this study are in close agreement with the experimental data\textsuperscript{6} without any artificial velocity perturbations being seeded into the flow to facilitate turbulence. Dynamics of the Reynolds stresses along the flow streamwise direction is also better reproduced in the Case 2 simulations than in the other two cases.

Increasing the spanwise size of the computational domain (Case 3) allows for the development of spanwise instabilities in the originally planar vortex structures which might be responsible for the correct prediction of the spanwise Reynolds stress in this case. However, this does not facilitate earlier flow transition to turbulence like in Case 2, and the disagreement with the experimental data for other quantities is still severe. More detailed study of this effect would be of further interest, but currently is too costly.

Thus, both computational strategies – incorporating the finite splitter plate thickness in simulations and increasing the domain spanwise dimension – contribute in improving the accuracy of the simulation results, with the former being of primary significance for earlier flow transition to turbulence. The turbulent mixing layer has been achieved in the
current study. However, to achieve the mixing layer self-similarity at locations observed in experiments, further investigation of the simulation parameters is required.
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